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ORIGINAL RESEARCH

Time series decomposition model 
for accurate wind speed forecast
V. Prema* and K. Uma Rao

Abstract 

Climate change can be considered to be the greatest environmental challenge our world is facing today. Along with 
the need to ensure long-term assurance of energy supply, it imposes an obligation on all of us to consider ways of 
reducing our carbon footprint and sourcing more of our energy from renewable sources. Wind energy is one such 
source and forecasting methods for the prediction of wind speed are becoming increasingly significant due to the 
penetration of wind power as an alternative to conventional energy sources. This paper proposes time series models 
for short-term prediction of wind speed. The predictions are done for 1 day ahead using different time series mod-
els. For each model, these predicted values are compared with the actual values for the next day. Basic exponential 
smoothing for different duration of data was tested. A hybrid model with decomposition and exponential smoothing 
is proposed. A multiplicative decomposition is carried out for the measured data. Separate models were developed 
for seasonal and trend series and then combined to carry out the forecast. The models were tested for different dura-
tions of samples and different weather conditions. It is observed from the results that the prediction with decomposi-
tion model for 4 months data gave the least error.
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Background
Intermittency of wind is the biggest challenge in employ-
ing wind energy as a reliable autonomous source of elec-
tric power. Energy crisis, global warming, depletion of 
fossil fuels are the major threats looming the world today. 
Adequate utilization of renewable energy sources such as 
wind, solar and biomass proves to be the only alternative 
to overcome these problems. Because of the indetermi-
nate nature and complementary behavior of wind and 
solar energy, many researchers are focusing their efforts 
towards hybrid energy systems. A hybrid energy system 
uses a combination of sources such as wind and solar 
along with a battery and Diesel Generator set. Optimal 
allocation of the available resources is one of the chal-
lenges faced in the design of hybrid energy systems. For 
a well- planned system, it is essential to have accurate 
predictive models of the wind and solar sources. Wind 
energy is directly dependent on the wind speed available 

at that location and this speed is highly erratic. Hence, a 
model is needed for accurate prediction of wind speed.

Since the generation of power from wind energy is very 
erratic due to its heavy dependence on weather, seasonal 
changes, geographical location, time of the day, direction 
of wind speed, etc., the forecasting methods may not give 
uniformly efficient results for all regions. Hence, there is a 
need to critically examine the seasonality and the nature 
of the data to determine the models that can be used for 
prediction of wind speed. There are many methods avail-
able in literature for prediction such as time series mod-
els, regression models, models based on Artificial Neural 
Network and Fuzzy logic.

Zhao et  al. (2011) and Wang et  al. (2011) give thor-
ough review on various methods of wind power forecast-
ing. The authors also propose the development direction 
of forecast. It is mentioned that combining physical 
and statistical forecasting models can improve predic-
tion. Erdem et al. (2014), a mixed ARMA model is pro-
posed which incorporates wind direction also with the 
model. K-Mean clustering is used to examine the asso-
ciation between wind speed and wind direction. Lv and 

Open Access

*Correspondence:  premav@rvce.edu.in 
R.V. College of Engineering, Mysore Road, Bangalore, India

http://creativecommons.org/licenses/by/4.0/
http://crossmark.crossref.org/dialog/?doi=10.1186/s40807-015-0018-9&domain=pdf


Page 2 of 11Prema and Rao ﻿Renewables  (2015) 2:18 

Yue (2011), the authors propose a forecast model based 
on wavelet ARIMA-GARCH model. The input data are 
decomposed using wavelets to remove outliers and then 
modeled with ARIMA-GARCH model. Liu et al. (2011), 
the time series mean and volatility of wind speed is pre-
dicted with ARMA-GARCH model. Further, the wind 
power expected output equation is obtained using opera-
tional probability. Li et al. (2010) proposes a 2-step fore-
cast technique based on Bayesian algorithm and neural 
network. Results were obtained for 2 different sites and 
the MAPE is in the range of 14–18 %.

In Wang et al. (2012), a new multi-variate Least Square- 
Support Vector Machine (LS-SVM) model is proposed. 
The proposed method is compared with the existing mod-
els such as ARIMA and neural network models. SVM is a 
regression model used to find out the mapping between 
the predicted values and actual values of wind speed. The 
data are collected from various wind farms for a duration 
of 1 year. MAPE is calculated and compared. The low-
est MAPE is found to be 10.06 %. Sideratos and Hatziar-
gyriou (2007), George Sideratos et  al. combine Artificial 
Intelligence and fuzzy logic techniques and introduce a 
new forecasting technique. A preliminary forecast is done 
using NWP and quality is estimated using fuzzy rules. 
Three models are developed. The preliminary model 
predicts wind power for the next hour using neural net-
work whose inputs are wind speed measurements from a 
wind farm, wind power prediction from NWP and hour 
of the day for which prediction is made. The maximum 
error obtained is 40–50 %. This output is fed to the sec-
ond model which estimates quality of NWP. Wind power 
from NWP is compared with the theoretical wind power 
obtained from power curve of wind turbine. This decides 
the inputs of the fuzzy model. The output of the fuzzy 
model provides a quality index for the NWP. In the third 
model, each class of wind speed is forecasted separately. 
The error ranges between 5 and 14 %. Catalao et al. (2011), 
a hybrid approach is adopted for wind power prediction 
combining wavelet, Particle Swam Optimization (PSO) 
and adaptive Network-based Fuzzy Inference System 
(ANFIS). The measured values of wind power are decom-
posed using wavelet transform. The prediction of this data 
is done using ANFIS. The performance is improved using 
PSO technique. It is used to train the parameters of mem-
bership function of ANFIS. This is to increase the accu-
racy of the model. The proposed model is compared with 
many existing models. The least MAPE obtained is 4.98 %.

In Yan et  al. (2013), a new prediction model based on 
Gaussian Process is proposed. The computational com-
plexity of the standard Gaussian process is reduced and is 
used to train the system and to predict the wind speed. This 
model is compared with the standard Gaussian model. It 
can be seen that the error has reduced tremendously. RMSE 

for each model is calculated and compared. 15 min ahead 
to 12 h ahead prediction has been carried out. Ghadi et al. 
(2012), a new neural network model named ICA-NN is pro-
posed to predict wind speed. The inputs given are NWP 
data and data measured through SCADA. Initially, a neural 
network model is developed with temperature, humidity 
and wind speed. The weights are adjusted using Imperial-
ist Competitive algorithm. The Mean Square Error is found 
to be less than 20 %. Wu et al. (2011), the wind power data 
obtained from a wind farm are preprocessed using Grubb’s 
test. This is used as input to ANN model. Grubb’s test elimi-
nated the faulty data corresponding to outliers in the wind 
power or the errors in the measurement. The wind powers 
which are outside a predefined limit are eliminated. This is 
normalized and fed to RBF neural network. MAPE obtained 
is in the range of 7–23 % depending on the out samples of 
prediction.

In this paper, a novel decomposition model is proposed 
to separately predict seasonal and trend components of 
the wind speed so as to improve the forecast as compared 
to the existing time series models such as ARIMA, per-
sistence, BPNN (Back Propagation Neural Network) and 
TES (Triple Exponential Smoothing). The paper is organ-
ized as follows. Section "Data used" explains the data 
used for the proposed work. Section "Time series models 
for prediction" gives a detailed explanation of the vari-
ous time series models. Section "Error measures" gives 
the basic definitions of performance parameters which 
are used to validate the models used in this paper. Sec-
tion "Model development" gives the insight of the mod-
els developed. In section "Results and discussions", the 
results of the developed models are shown. The predicted 
wind speed is compared with the actual data and the 
errors are calculated for the developed models.

Data used
Two models are developed based on different time series 
prediction concepts and the results are compared. The 
data used for the proposed work were collected from a 
wind farm in Bagalkot, Karnataka. The recorded data 
consist of values of Air Temperature, Relative Humidity, 
pressure, wind speed and the wind direction measured 
for different altitudes for every minute over a period of 
five months. For analysis, the values at one particular alti-
tude were considered. The choice is made based on the 
fact that wind velocity is higher in upper strata of atmos-
phere thereby having more potential to generate wind 
energy Holland (1977). The data as such consisted of 
more than 150 thousand points. Each of them had been 
measured with an interval of approximately 1 min. It was 
observed that some points were not exactly spaced at 
that interval. Thus, the data were averaged for an interval 
of 10 min to reduce the number of data points as well as 
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to have a uniform time interval. It has been found from 
the study made on the data that the accuracy of the fore-
cast depends on the type of the model and the selection 
of forecast interval. Thus, every model developed has 
been trained with different sets of data. The available 
data included wind speed for a duration of 5 months 
from February 2013 through June 2013. Every model was 
trained with three different sets of data.

1.	 1 Month data for the month of May was used to pre-
dict the wind speed for the first day of June.

2.	 2 Months data for the months of April and May was 
used to predict the wind speed for the first day of 
June.

3.	 4 Months data for the months of February through 
May was used to predict the wind speed for the first 
day of June.

Time series models for prediction
Time series analysis comprises of methods for analyzing 
time series data to extract meaningful statistics and other 
characteristics of the data.Sobu and Wu (2012), Kang 
et al. (2011), Mori and Takahashi (2012). The main types 
of time series models include—parametric and non-par-
ametric time series models. The parametric approaches 
assume that the underlying stationary stochastic process 
has a certain structure which can be described using a 
small number of parameters Huang and Lu (2010). All 
the time series models used in this paper are parametric 
models, described as below Douglas and Kulahci (2008).

Single, double, centered and weighted moving average 
models were tested for the available data with different 
orders and intervals. It was observed from the analysis 
that the value of interval, when chosen to be small (that 
is, less than 11), the predicted values and the actual val-
ues in the test data were closely similar. Though the pre-
dicted values are good for higher values of wind speed, 
when predicting lower values, the moving average model 
of very small interval tends to saturate towards a con-
stant value. Hence, exponential smoothing methods were 
developed. The models are developed using R-software 
and Microsoft Excel Zhao (2012).

Single exponential smoothing (SES)
Exponential Smoothing is a class of methods that imply 
exponentially decreasing weights as the observations get 
older. They have a common property that recent values 
are given relatively more weight in forecasting than the 
older observations. The model assumes that the data fluc-
tuate Lim (2011) around a reasonably smean (no trend or 
consistent pattern of growth).

SES model is formulated as indicated in Eq. 1

(1)St+1=α × xt + (1− α)× St

where St+1 = next forecast value of the variable, St is the 
present forecast value of the variable, Xt is the present 
actual value of the variable, α is a constant between 0 and 
1.

Double exponential smoothening (DES)
This method is used when the data show a trend. Expo-
nential smoothing with a trend works much like simple 
smoothing except that two components must be updated 
each period—level and trend. The level is a smoothed 
estimate of the value of the data at the end of each period. 
The trend is a smoothed estimate of average growth at 
the end of each period. DES can be modeled as given in 
Eqs. 2 and 3

Triple exponential smoothening (TES)
This method is used when the data show trend and sea-
sonality. To handle seasonality, a third parameter is 
added. Now, a third equation is introduced to take care 
of seasonality. The resulting set of equations is called 
the “Holt-Winters” (HW) method after the names of the 
inventors. The model is given by Eqs. 4, 5 and 6

α is the level smoothing constant (lies between 0 and 1).
β is the trend smoothing constant (lies between 0 and 
1).
γ is the seasonal smoothing constant (lies between 0 
and 1).
Lt is the estimate of the level of the series at time t.
Yt is the actual value of the series at time t.
bt is the estimate of the slope of the series at time t.
St is the seasonal component.
s is the length of seasonality.
m is the number of periods ahead to be forecast.
Ft+m is the forecast for m periods ahead.
The forecast is obtained from the level, trend and sea-
sonal components as in Eq. 7

Decomposition model
It is possible to decompose time series data into various 
sub-components to see how these components affect the 
data in the series. Time series data are mainly composed 
of seasonal pattern and trend pattern. There are two dif-
ferent decomposition models possible.

(2)Level: St+1=αXt + (1− α)(St−1 + bt−1)

(3)Trend: bt =β(St − St−1)+ (1− β)bt−1

(4)Level: Lt =α(Yt − St−s)+ (1− α)(Lt−1 + bt−1)

(5)Trend: bt =β(Lt − Lt−1)+ (1− β)(bt−1)

(6)Seasonal: St = γ (Yt − Lt)+ (1− γ )St−s

(7)Forecast: Ft+m= Lt + btm + St−s +m
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1.	 Additive Decomposition: Here, the total data are 
taken as the sum of the decomposed patterns

	 Xt = seasonal (St) + trend (Tt) + random.

2.	 Multiplicative Decomposition: Here, the given time 
series data are treated as the product of the decom-
posed patterns

	 Xt = seasonal (St) × trend (Tt) × random.

Additive decomposition is effective when the peak val-
ues of the seasonal data do not vary much. Multiplicative 
models are effective when the seasonal value changes 
over time. Both additive and multiplicative models were 
tested for the available data. It was found that the multi-
plicative model works well. The reason could be that the 
wind speed changes with the change in weather. Fig.  1 
shows the decomposition of wind speed for the month of 
May 2013 using R.

Forecasting the decomposed seasonal and trend pat-
terns separately to predict the wind speed worked very 
well. This analysis was done in Microsoft Excel. The fol-
lowing procedure was used for the forecast. The data 
were smoothened by taking the centered moving aver-
age. The interval for centered moving average was taken 
as 144 samples which correspond to samples at every 
10 min for each day. The de-trended series is calcu-
lated by dividing the smoothened series from the actual 
data. The seasonal component for each 10-min sample 

is estimated by averaging the de-trended values for that 
particular time of each day. The total seasonal pattern is 
obtained by stringing together all the seasonal indices 
for each day of the data. The forecast for the seasonal 
component can easily be estimated by extending the 
seasonal pattern to the next day. The forecast for the de-
seasonalised data is obtained by developing exponen-
tial smoothing model for the de-seasonalised data. This 
hybrid model was tested for various data sample dura-
tions, like 1 month, 2 months and 4 months. The steps 
involved in developing the multiplicative decomposition 
model are listed below.

1.	 Obtain the trend pattern by calculating the centered 
moving average for the entire data.

2.	 Find out the de-trended pattern by dividing the 
total data by the trend series.

3.	 Seasonal component is calculated by averaging the 
de-trended values for that particular time of all the 
days.

4.	 Calculate the de-seasonalised data by dividing the 
seasonal data from the actual data.

5.	 Bring out a single exponential model for the de-sea-
sonalised data.

6.	 Forecast seasonal data by extending the data for the 
next day.

7.	 Forecast de-seasonalised data by forecasting the 
exponential smoothing model.

8.	 Multiply both the forecasted data to get the forecast 
for the actual data.

Fig. 1  Decomposition of wind speed of May 2013
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Error measures
When there are more than one model developed, a 
comparative analysis can be made by calculating the 
accuracy of each model and comparing them. The accu-
racy of any predictive model can be determined only by 
choosing appropriate error measures. In this paper, dif-
ferent models are compared using two error measuring 
parameters, Mean Absolute Percentage Error (MAPE) 
and Symmetric Mean Absolute Percentage Error 
(SMAPE) which can be defined as shown below. MAPE 
is a relative measure which reflects error as the percent-
age of actual data. Hence, the accuracy of the model can 
be easily judged.

Mean absolute percentage error (MAPE)
MAPE can be defined as,

Symmetric mean average percentage error (SMAPE)
Symmetric MAPE can be defined as,

Model development
Decomposition model and TES models were developed. 
The predicted values of wind speed obtained for the 
first day of June were compared with the actual values of 
wind speed and errors were calculated for each model. 
Amongst the developed models, decomposition model is 
found superior and further analysis was carried out with 
decomposition model. The model was tested on different 
durations of past data for a period of 1 year. The predic-
tion was done for different climatic conditions such as 
monsoon, spring and winter.

These two models are compared with classic methods 
of wind forecasting such as Persistence, ARIMA and 
BPNN. All these models were tested with 3 different 
sets of data, 1-month duration, 2-month duration (April 
and May 2013) and 4-month (February, March, April 
and May) duration to predict the wind speed of 1st of 
June 2013. Persistence and Decomposition models were 
developed in Microsoft Excel. TES model was devel-
oped using R software. Table  1 gives the best smooth-
ing parameters for the developed models. ARIMA and 
BPNN models were developed in MATLAB. Different 
order of ARIMA models was tested. The best model 
obtained has the order (p = 4, q = 1, d = 2). BPNN 
model was developed with Non-Linear Auto-regressive 
(NAR) network with Gradient Descent as the training 
algorithm. A single hidden layer Neural network with 

MAPE=
1

N
×�

|Xt − Ft |

Xt

× 100

SMAPE=
1

N
×�

|Xt − Ft |

(Xt + Ft)/2
× 100

7 neurons was found to give optimal result. 80 % of the 
input data were used for training and 20 % for validation. 
Table 2 gives the comparison of MAPE and RMSE of the 
developed models.

Figures  2, 3, 4, 5 and 6 give the comparison of actual 
wind speed with predicted values for Persistence model, 
ARIMA model, BPNN model, TES model and Decompo-
sition model, respectively.

Results and discussions
Table 2 shows the comparison of the errors calculated for 
the prediction. As per Government of India, a deviation 
of 30percent in the forecast is acceptable CERC (2012).

It can be observed from Table  2 that the proposed 
decomposition models outperform all other benchmark 
models such as Persistence, TES, ARIMA and BPNN. 
The benchmark models have a MAPE in the range of 
40–23 % and RMSE of around 1 m/s. But decomposition 
models give an error as less as 18 %. Thus, decomposition 
models are considered for further analysis. The decom-
position model proposed above is tested with various 
time durations of data and wind speed is predicted for 
different climatic conditions. For these studies, a data set 

Table 1  Smoothing parameters of the TES models

Sl no Model α β γ

1 TES 1 month 0.59 0.09 0.17

2 TES 2 months 0.71 0.11 0.21

3 TES 4 months 0.68 0.099 0.2

Table 2  Comparison of errors

Data duration Model MAPE (%) RMSE (m/s)

1 Month Persistence 31.63 1.43

ARIMA 25.21 1.07

BPNN 37.6 1.98

TES 23.94 1.47

Decomposition 20.15 0.965

2 Months Persistence 31.63 1.43

ARIMA 22.15 0.979

BPNN 40.94 1.89

TES 26.03 1.772

Decomposition 22.03 1.105

4 Months Persistence 31.63 1.43

ARIMA 23.26 1.022

BPNN 44.37 1.91

TES 28.63 1.35

Decomposition 18.24 1.05
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of wind speed for duration of 1 year from January 2013 to 
December 2013 is considered. The results are presented 
as various case studies explained below.

Case study 1: to determine ideal time period for model 
building
The main issue in developing a forecasting model is to 
determine the duration of past data samples to be con-
sidered for the model development. In this section, the 
wind speed for December 31 is predicted using differ-
ent durations of data (1 year, 6 , 4 , 2 and 1 month) for 
model building. Table  3 shows the errors for the differ-
ent cases. Figure  7 plots the actual and predicted wind 
speeds of December 31 for different data durations for 

Fig. 2  Plot of the predicted values for 1 day ahead using persistence 
model

Fig. 3  Plot of the predicted values for 1 day ahead using ARIMA model

Fig. 4  Plot of the predicted values for 1 day ahead using BPNN model
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model building.It can be seen from the plot that the fore-
cast using 4-month data exactly follows the actual wind 
speed and the error is least for the model using 4-month 

data. As the duration of data is increased, the error is also 
increased. The model with 1-year data gives a maximum 
MAPE of 34 %. Thus, it can be concluded that the decom-
position model with a historical data of 4 months is ideal 
for model building. The reason for this could be the dras-
tic changes in the wind patterns every four months at the 
site location. It is possible that in a different country, a 
different duration of historical data set may yield better 
results.

Case study 2: prediction during different climatic 
conditions
To understand the performance of model, it is tested 
for different climatic conditions. Wind speeds for 5 

Fig. 5  Plot of the predicted values for 1 day ahead using TES model

Fig. 6  Plot of the predicted values for 1 day ahead using decomposition model

Table 3  Forecast of 31 Dec 2013 using different time peri-
ods for model building

Sl no Time period MAPE SMAPE Mean MAPE RMSE

1 1 year 34.89 14.61 26.84 0.90

2 6 months 28.30 26.21 24.53 0.96

3 4 months 22.55 21.49 18.72 0.68

4 2 months 25.89 26.02 23.64 0.87

5 1 month 31.12 26.09 25.63 0.97
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days each in monsoon, spring and winter seasons are 
predicted.

Monsoon
The location from which the data is collected is a tropi-
cal region where the monsoon hits during the second 
half of May every year. Because of the change in the 
weather from summer to monsoon, the wind is erratic 

during this condition. Thus, prediction becomes diffi-
cult. Wind speed for 5 consecutive days in the end of 
May 2013 is predicted. The predicted speed is com-
pared with actual speed and the calculated errors are 
tabulated in Table 4. It can be observed from the table 
that MAPE varies from 26.92 to 16.82  % between two 
consecutive days, 30 May and 31 May. This is due to the 
erratic nature of wind during the onset of monsoon. 
Figure 8 shows the comparison of actual speed and pre-
dicted speed for 30th May. It can be observed for the 
plots that wind speed varies for 2–16 m/s, which makes 
the prediction less accurate.

Spring
The spring season in India owns a pleasant weather and 
the prediction is easier during this time of a year. This 
can be seen from Table 5 where the prediction for 5 con-
secutive days in the month of September is shown. It 
can be observed from the table that spring season gives 

Fig. 7  Plot of forecast of 31 Dec 2013 using different time periods for model building

Table 4  Prediction of wind speed during monsoon

Sl no Time period MAPE SMAPE Mean MAPE RMSE

1 01 June 2013 21.16 20.22 19.29 1.05

2 31 May 2013 26.92 16.10 14.05 0.92

3 30 May 2013 16.82 15.81 15.23 1.195

4 29 May 2013 19.13 19.37 16.36 0.96

5 28 May 2013 20.19 18.35 16.53 0.98

Fig. 8  Plot of forecast of wind speed during monsoon on 30 May 2013
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lower MAPE compared to other weather conditions. The 
lowest MAPE observed is 6.72  % during 4 September. 
Figure 9 shows the comparison of actual speed and pre-
dicted speed for 5 September.

Winter
Winter season is during November to January in India. 
Wind speed is predicted for 5 days in December to study 
the performance of model. Wind is calm during win-
ter and the lowest MAPE observed is 9.5 % as shown in 
Table 6.

Case study 3: extension of models to predict out sample
The objective of this case study is to see the extent of 
out-of sample prediction which can be performed with 
a developed model. Wind speed is predicted for 1 day 
ahead to 5 days ahead and errors are tabulated in Table 7. 
It can be observed that MAPE increases with increase in 
forecast horizon. The plots for 3 days ahead prediction 
are shown in Fig. 10. It can be concluded from this study 
that wind speed can be best predicted for 1 day ahead 
with the developed models.

Comparison with existing models
The classic models for prediction such as persistence, 
BPNN, ARIMA and TES are developed with the same set 
of data. MAPE and RMSE of these models are compared 
with the proposed model in Table 2. MAPE is above 30 % 
for persistence and BPNN and above 20  % for ARIMA 
and TES. RMSE is also on the higher side. This proves 
that these models cannot predict erratic data like wind 
speed efficiently. The lowest MAPE obtained for the pro-
posed model is 6.72 %, which is very less compared to the 
classic models.

The total run time of the simulations is also a matter of 
concern in prediction. As model building is done offline, 
the time taken for model building does not significantly 
affect the system performance. Once the model is built, 
running the model to gather a day-ahead prediction takes 
only less than 2 s in the proposed model, whereas BPNN 
model took around 11 s to get the predicted wind speed.

A comparison of the proposed model with the mod-
els available in the literature becomes very difficult 
as the performance of a model is heavily dependent 
on the data and it is influenced by various param-
eters such as geographical locations and forecast out 
samples. The error measures considered in various 
models are also different. Still an effort is done to 
compare the proposed model with some of the exist-
ing models which use time series predictive models. 
Li et  al. (2010), a 2-step forecasting technique based 
on Bayesian algorithm and neural network is devel-
oped. The results were obtained for two different sites 
and the MAPE is in the range of 14–18 %. Lv and Yue 
(2011)propose a forecast model based on wavelet, 

Table 5  Prediction of wind speed during spring

Sl no Time period MAPE SMAPE Mean MAPE RMSE

1 5 Sept 2013 8.3 8.26 8.14 0.66

2 4 Sept 2013 6.72 6.67 6.92 0.66

3 3 Sept 2013 8.14 8.16 8.51 0.79

4 2 Sept 2013 9.2 9.04 9.49 0.81

5 1 Sept 2013 7.44 7.41 7.31 0.69

Fig. 9  Plot of forecast of wind speed during spring on 5 Sep 2013
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ARIMA and ARCH. The input is wavelet decomposed 
to remove outliers and the MAPE obtained is in the 
range of 17.85–8.72  %. Wen et  al. (2012), Support 
Vector Machine (SVM) model and Lifting Wavelet 
Transform SVM (LWT-SVM) are compared and least 
MAPE obtained is 14.96 %. The decomposition model 
proposed in this paper gives a minimum MAPE of 
6.7 %, which is less than the models discussed above. 
Johnson et  al. (2007), wind forecast model is devel-
oped using adaptive neuro-fuzzy inference systems. 
The proposed model is compared with persistence 

model and percentage improvement obtained is found 
to be 8 %. In this paper, the percentage improvement 
of the proposed model compared to persistence model 
is 23 %.

Conclusion
In this paper, a new method for forecast of wind speed 
has been proposed using decomposition of raw time 
series data. The forecast result has been compared 
with classical methods such as Persistence, ARIMA, 
BPNN and TES models. It is observed from the results 
and calculated errors that decomposition model gives 
better results compared to conventional forecasting 
methods. Models were tested with different durations 
of historical data and it was found that decomposition 
models worked well with data duration of 4 months. 
The model was tested for different weather condi-
tions throughout a year. The prediction error was 
highest during onset of monsoon when wind speed is 
erratic and as less as 6.7  % during spring when wind 
speed is reasonably consistent. The models developed 
have better applications at State Load Regional Dis-
patch Center (SLRDC) for scheduling generation a day 
ahead thereby increasing penetration of wind power 
in the grid. If the data are viewed as a signal, the sud-
den variations can be treated as high-frequency com-
ponents. The performance of the model can be further 
improved if these high- frequency components are 
captured. Work is being carried out using wavelets to 
capture the high-frequency components, which can be 
incorporated in the decomposition model to improve 
the prediction.

Table 6  Prediction of wind speed during winter

Sl no Time period MAPE SMAPE Mean MAPE RMSE

1 31 Dec 2013 22.54 21.46 18.70 0.68

2 30 Dec 2013 11.64 11.49 10.63 0.68

3 29 Dec 2013 9.50 9.31 8.68 0.51

4 28 Dec 2013 7.83 7.74 7.16 0.52

5 27 Dec 2013 10.85 10.77 9.48 0.52

Table 7  Comparison of  errors for  different out  samples 
of prediction

Sl no Forecast horizon MAPE SMAPE Mean MAPE RMSE

1 1 day (Dec 27) 10.85 10.77 9.48 0.52

2 2 days (Dec 27, 28) 15.42 16.78 14.36 0.88

3 3 days (Dec 27–29) 16.02 16.84 15.39 0.92

4 4 days (Dec 27–30) 20.51 21.87 19.63 1.18

5 5 days (Dec 27–31) 16.40 17.49 15.70 1.05

Fig. 10  Plot of forecast of 3 days ahead prediction of wind speed
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